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WELCOME

= Hello!

= Live document for this class
= https://qgitlab.|sc.fz-juelich.de/hedgedoc/3y3ppo 2Rq2ieO59LrBotg#
= (Class repository
= https://gitlab.jsc.fz-juelich.de/jupyter4jsc/training-2024.04-jupyterdhpc
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https://gitlab.jsc.fz-juelich.de/hedgedoc/KDIIEn6uTN2Z3OnxEgMQLQ

JUPYTERLAB EVERYWHERE

NO internet access JupyterLab everywhere

0 JupyterLab on cloud

JUSTS (187 PB + 347 PB tapes)

()
Qo shared parallel storage across all clusters _
5 users SHOME, $PROJECT, $SCRATCH, etc. e JupyterLab on login nodes
; central installations of software packages
e JupyterLab on compute nodes
rdd
Q
g O
o (HEE []
8 e
o .u JSC-Cloud
(OpenStack) .
JUWELS!  JURECA-DC?  JUSUF? DEEP* HDFML Internet access
In: 20 In: 24 In: 4 In: 8 In: 2
cn: 3503 cn: 2840 cn: 205 cn: 141 cn: 10

no. login nodes = In

no. compute nodes = cn

[1] https://apps.fz-juelich.de/jsc/hps/juwels/configuration.html

[2] https://apps.fz-juelich.de/jsc/hps/jureca/configuration.html

[3] https://apps.fz-juelich.de/jsc/hps/jusuf/configuration.html .o

[4] https://www.fz-juelich.de/en/ias/jsc/systems/prototype-systems/deep_system ' J U L I c H
[5] https://apps.fz-juelich.de/jsc/hps/just/configuration.html '
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RECOMMENDED EQUIPMENT

(a7

7. Check Property Inspector -» Advance Tools -> Cell Metadata

monitor 1 === [ll-monitor 2-

“scrolled": true
}

Extension: JupyterLab Language Server Protocol integration

 Place your cursor on a variable, functior he usages will be highlighted

ure, module documentation, etc.

® Completior
.

Display Output

Forschungszentrum
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JULICH SUPERCOMPUTING CENTRE (JSC)
TIER-0/1 HPC RESOURCES OF THE HIGHEST PERF. CLASS
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DOMAIN SPECIFIC SUPPORT
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JUPITER

1

JUWELS Cluster JUWELS Booster JURECA-DC

122,768 cores Intel Skylake 44928 cores AMD EPYC Rome 98,304 cores AMD EPYC Rome
1st European Exascale
224 NVIDIA V100 GPUs 3,744 NVIDIA A100 GPUs 768 NVIDIA A100 GPUs Supercomputer
275 TByte memory 629 TByte memory 443 TByte memory (2024)
12.27 PFlops 73.02 PFlops 18.51 PFlops 20 SRS
X-WiN
(2 x 100 GBit/s) ‘ | ‘

PRACE {

(MD-VPN)
Data Centre Network - 200 TBit/s connectivity (bandwidth)

LOFAR
(8 x 10 GBit/s)

HIFIS (VPN)

Disk storage

Neuroscience community Lattice QCD community Technology prototype

& others 2568 cores, 17.1 TByte,

26,240 cores AMD EPYC Rome a3&%03802;es 150 TFlops
61 NVIDIA V100 GPUs 18 PFIz)l S 91 V100 GPUs, 2.9 TByte,
1.37 PFlops ' P 764 TFlops

155 PByte

HDF-ML JUMAX

Machine-Learning community

Tape libraries

PRACE-3IP PCP Pilot System

E 720 cores
) 60 NVIDIA V100 GPUs 64 "h;’;izl’:mfg ;Cwﬁ‘t?]p'es
g 2.9 TByte

8 MAX5 cards

IJ JULICH

Cluster systems and technology prototypes Forschungszentrum




RESEARCH FIELDS ON JUWELS (CLUSTER + BOOSTER)
205

{1y} Condensed Matter Physics
={1}:4 Optics, Quantum Optics and Physics of Atoms, Molecules and Plasmas

: ) -1112) Particles, Nuclei and Fields
S
22 ETD

810 201 206 Reseach Fields
| / m Basic Biological and Medical Research
/ —— EW #1153 Medicine
2J1] Neurosciences
100 ' ‘ ” & Chemical Solid State and Surface Research
Statistical Physics, Soft Matter, Biological Physics, Nonlinear Dynamics
4| Astrophysics and Astronomy
J UWE LS =¥ 17J Mathematics

=41} Atmospheric Science, Oceanography and Climate Research

m Analytical Chemistry, Method Development (Chemistry)
. 2415} Geophysics and Geodesy
315 ~165 Projects 212

1k ~41 7 Geochemistry, Mineralogy and Crystallography
253 41 4 Water Research
lilypi Mechanics and Constructive Mechanical Engineering
li(sJil Heat Energy Technology, Thermal Machines, Fluid Mechanics
. < 309 li1}sy Materials Engineering
312 511 EEE Materials Science
411)2) Computer Science

41 1) Construction Engineering and Architecture

Granting periods
05/2022 — 04/2023
11/2022 — 10/2023
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RESEARCH FIELDS ON JURECA (CLUSTER + BOOSTER)

JURECA
~80 Projects

Granting periods 509
05/2022 — 04/2023

11/2022 — 10/2023

Reseach Fields

?q = Neurosciences
2, Chemical Solid State and Surface Research

m Physical and Theoretical Chemistry
[:jlj? Condensed Matter Physics
111.} Optics, Quantum Optics and Physics of Atoms, Molecules and Plasmas
J1):) Particles, Nuclei and Fields

Statistical Physics, Soft Matter, Biological Physics, Nonlinear Dynamics
1<} Atmospheric Science, Oceanography and Climate Research
‘415 Geophysics and Geodesy
‘4-| ;4 Water Research

Process Engineering, Technical Chemistry

307 4 m Heat Energy Technology, Thermal Machines, Fluid Mechanics

m Materials Science
Z b}:} Electrical Engineering and Information Technology
«A1)s) Computer Science

ALl icuH

Page 10 Forschungszentrum



JUSUF (Jiilich Support for Fenix)

— Serves the ICEl project
(Interactive Computing E-Infrastructure for the Human Brain Project)
as part of the EU Fenix e-infrastructure.

— Contains 2 partitions, HPC and Cloud,
which sizes are reconfigurable according to demand.

— Air-cooled, less dense than other systems

— Operation started in May 2020

— Project partners: Atos, NVIDIA, ParTec

System architecture
HPC partition:

— 124 compute nodes + 49 GPU nodes (incl. V100 NVIDIA GPUs)
— 2x 64-core AMD Epyc 7742 Rome CPUs
— 2x 128 GB DDR4 @ 3.2 GHz
— 1x HDR100 InfiniBand adapter (100Gbps)
— 1x 40 GbE adapter (for storage)
— 1TB NVMe local scratch

Cloud partition:

— 4 compute nodes + 12 GPU nodes

(HPC/Cloud partitions are reconfigurable according to demand) https://apps.fz-juelich.deljsc/hps/jusuf/  https://fenix-ri.eu/



e

Scratch (LCST)

Data (LCST)
XCST

Archive




SUMMARY - COMPUTE RESOURCES @ JSC

NO internet access
JUSTS (187 PB + 347 PB tapes)

shared parallel storage across all clusters

users SHOME, SPROJECT, SSCRATCH, etc.
central installations of software packages

Storage

mua

(V)]
L -
Q
[ BEN
o| (IHHNE
g = HDF-Cloud
-Clou
| [HEN (©
penStack) .
JUWELS!  JURECA-DC2  JUSUF? DEEP* HDFML Internet access
In: 20 In: 24 In: 4 In: 8 In: 2
cn: 3503 cn: 2840 cn: 205 cn: 141 cn: 10

no. login nodes = In

no. compute nodes =cn

[1] https://apps.fz-juelich.de/jsc/hps/juwels/configuration.html

[2] https://apps.fz-juelich.de/jsc/hps/jureca/configuration.html

[3] https://apps.fz-juelich.de/jsc/hps/jusuf/configuration.html .o

[4] https://www.fz-juelich.de/en/ias/jsc/systems/prototype-systems/deep_system ' ’ J U L I c H
[5] https://apps.fz-juelich.de/jsc/hps/just/configuration.html
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SUMMARY - COMPUTE RESOURCES @ JSC

NO internet access
JUDAC

JUST> (187 PB + 347 PB tapes)

Q
Qo shared parallel storage across all clusters
B users SHOME, SPROJECT, SSCRATCH, etc.
A central installations of software packages
)
| -
(0]
)
n
=
o
O
(a R
I
. k) :
Internet access
I i '
HPST
cn \ )
I X P .
no. login nodes LCST: $SCRATCH, SHOME, SFASTDATA
no. compute no )
[1] https://apps P I |
[2] https://apps ,
[3] https://apps Archive: SARCH .
[4] https://ww '
PN P
(5] https://apps a J U L I c H
| XCST: $DATA ] J Forschungszentrum




ACCESS
TO COMPUTE RESOURCES
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PRE-ACCESS TODOS

1) Register & Login
v https://judoor.fz-juelich.de

2) Join the project ,training2412 *
v" Wait to get joined by the project Pl
3) Sign usage agreement
v Wait for creation of HPC accounts
v' Update of the SLURM DB
4) Check Connected Services:

v jupyter-jsc
For more details, please visit

@ Your account Mentoring | Search n I** Detailed Statistics ® 2 ~ B Logout

- 9) JOLICH B

Projects

B & Interactive High-Performance Computing with Jupyter @ JSC
@ Join a project

Software

Connected Services
(irac I iview I ares I giiab l jupyteric|

https://gitlab.jsc.fz-juelich.de/jupyter4jsc/training-2024.04-jupyter4hpc/-/blob/main/README.md
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https://judoor.fz-juelich.de/

PRE-ACCESS TODOS

LLLLLL

https://judoor.fz-juelich.de

.sr.:.@a wibs)
-.'.C;'.‘:‘:':J.C.'J.S'!@ AT (] I
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https://judoor.fz-juelich.de/

PRE-ACCESS TODOS

2y NDO®wOOD@ O =

ngngngng

https://judoor.fz-juelich.de

Project id: training2412
J— LICH
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https://judoor.fz-juelich.de/

PRE-ACCESS TODOS

1) Register & Login
v https://judoor.fz-juelich.de
2) Join the project iraining2412%

<\/ Wait to get joined by the project PI>

3) Sign USage-agreement—
v" Wait for creation of HPC accounts
v' Update of the SLURM DB

4) Check Connected Services:

v jupyter-jsc
For more details, please visit

@ Your account Mentoring | Search n I** Detailed Statistics ® 2 ~ B Logout

- 9) JOLICH B

training2 109

Projects

B & Interactive High-Performance Computing with Jupyter @ JSC

@ Join a project
Software

Connected Services
(irac I iview I ares I giiab l jupyteric|

https://gitlab.jsc.fz-juelich.de/jupyter4jsc/training-2024.04-jupyter4hpc/-/blob/main/README.md
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https://judoor.fz-juelich.de/

PRE-ACCESS TODOS

1) Register & Login
v https://judoor.fz-juelich.de

2) Join the project ,training2412"°
v" Wait to get joined by the project Pl
3) Sigh usage agreement
v Wait for creation of HPC accounts
v' Update of the SLURM DB
4) Check Connected Services:

v jupyter-jsc
For more details, please visit

@ Your account Mentoring | Search n I** Detailed Statistics ® 2 ~ B Logout

- 9) JOLICH B

training2 109

Projects

B & Interactive High-Performance Computing with Jupyter @ JSC

@ Join a project
Software

Connected Services
(irac I iview I ares I giiab l jupyteric|

https://gitlab.jsc.fz-juelich.de/jupyter4jsc/training-2024.04-jupyter4hpc/-/blob/main/README.md
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https://judoor.fz-juelich.de/

PRE-ACCESS TODOS

nD® w0 0@ O~ =

LLLLLL

https://judoor.fz-juelich.de
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https://judoor.fz-juelich.de/

PRE-ACCESS TODOS

@ Your account Mentoring | Search n I** Detailed Statistics ® 2 ~ B Logout
—= ) JLICH | e
. . Account
1) Register & Login
E-mail addre: &=
Telephone

v'  https://judoor.fz-juelich.de

2) Join the project ,training2412"°

T
=
9
™
o
-]
Q.
T
q
ks

v" Wait to get joined by the project Pl

training2 109

v" Wait for creation of HPC accountD Projects

B & Interactive High-Performance Computing with Jupyter @ JSC

v Update of te SEORV DB S

Software

4) Check Connected Services: Connected Services

v jupyter-jsc

For more details, please visit
https://gitlab.jsc.fz-juelich.de/jupyter4jsc/training-2024.04-jupyter4hpc/-/blob/main/README.md
~d Forschungszentrum
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MOTIVATION

your thinking, your reasoning, your insides, your ideas

“It is all about using and building a machinery interface
between computational researchers and data, supercomputers, laptops, cloud
and your thinking, your reasoning, your insides, your ideas about a problem.”

Fernando Perez, Berkely Institute for Data Science
Founder of Project Jupyter

9 JULICH
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JUPYTER NOTEBOOK

creating reproducible computational narratives

Markdown Cells

A

Code Cells «—

Fourier transform

Fourier transforms are one of the universal toals in computational physics, which appear over and over again in different contexts. SciPy

provides functions for accessing the classic FFTPACK library from Netlib, which is an efficient and well tested FFT library written in

FORTRAN. The SciPy APl has a few additional convenience functions, but overall the APl is closely related to the original FORTRAN library.

To use the fftpack module in a python program, include it using:

To demonstrate how to do a fast Fourier transform with SciPy, let's look at the FFT of the solution to the damped oscillator:

&*x dx

— t+2lwon— tapx =0

dr? fen dt @

where x is the position of the oscillator, @y is the frequency, and £ is the damping ratio. To write this second-order ODE on standard
form we introduce p = %1

N = len(t)
dt = t[1]-t[e]
dt

©.61661601661661601

# calculate the fast fourier transform
# y2 is the solution to the under-damped oscillator from the previous section
F o= fft{y2[:,e])

# calculate the frequencies for the components in F
w = fftfregq(n, dt)

fig, ax = plt.subplots(figsize=(9,3))
ax.plot(w, abs(F));

»  Qutput

1o

40 20 0 0 20

> Output

/.

JULICH
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MOTIVATION

Rise of Jupyter’s popularity

Counting how many Monthly Active Users (MAU)

= |n 2007, Fernando Pérez and Brian Granger announced on GitHub are using Jupyter Notebooks RN
.python: a system for interactive scientific computing® [1] l\ T ,\
= In 2014, Fernando Pérez announced - Pl Tt

a spin-off project from IPython called Project Jupyter.

o IPython continued to exist as a Python shell and a kernel for Jupyter, =R
: >
while the Jupyter notebook moved under the Jupyter name. > N
o 1.
» |n 2015, GitHub and the Jupyter Project announced g
native rendering of Jupyter notebooks file format (.ipynb files) on the GitHub é .
o 1.
= |n 2017, the first JupyterCon was organized by O‘Reilly in New York City. -
Fernando Pérez opened the conference with an inspiring talk. [2] 05 o~

f‘
» |n 2018, JupyterLab was announced

as the next-generation web-based interface for Project Jupyter. 0.0

= In 2019, JupyterLab 1.0 ...
In 2020, JupyterLab 2.0 ...
In 2021, JupyterLab 3.0 ...
In 2023, JupyterLab 4.0 ...

B SO LIS S\ S S

26 Forschungszentrum
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HISTORY OF JUPYTERLAB AT JSC

Initial Basis Usage Features Redesign Customization
JupyterLab modules Inplace Dokumentation Remote Desktop Integration Switch to Kubernetes Project/Community JHubs
Authentication via Unity/I[dM R, Julia, C++, Octave, Ruby Optional 2-Factor Auth. Redesign Management Upgrade JHub Entrance-Ul
Authorization via UNICORE JupyterLabs on OpenStack Use for Workshops Switch to JupyterLab 3 Comp. Resource Permissions
Orchestration Docker Swarm Dashboard Development Specialized Functionalities GPFS through UFTP Maintenance Improvements
Synchronization of User-DBs JupyterLab Usability Enhanced Data Access Support for User Extensions Upgrade of Load Balancer
Basic Data Protection Regulation Kernel for Vis, DL Extended Logging Easybuild Modularization Modularization of Backend
Fulfill Safety Requirements Testing & Benchmarking Cross-Side Demonstration External Clouds & HPC

l) JULICH
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HISTORY OF JUPYTERLAB AT JSC

Jupyter-JSC Usage
(6-2021 - 2-2023)
displayed per calendar week
1200

M sessions M active users

Init zation

1000

JupyterLabm ity JHubs
Authentica trance-Ul
Authorizatic oo Permissions
Orchestratio )rovements
Synchroniza Balancer
Basic Data P| * of Backend
o l \ l \ \ l \l \\ l\ l \ \ l \t

200

J“h I AR AR

262728293031 323334353637383540414243444546474848501 2 3 4 5 6 7 B 9 10111213141516171819202122232425262728293031323334353637383540414243441 2 3 4 5 6 7

2021 2022 2023 SR w4

JULICH
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TERMINOLOGY
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TERMINOLOGY
What is JupyterLab

JupyterLab

» |nteractive working environment in the web browser
= For the creation of reproducible computer-aided narratives -
= Very popular with researchers from all fields RaA

4 B o+ %o 64

u Jupyter = J_u|la + P!thon + B o Jupyter weicometoP Exploj £

Multi-purpose working environment Jupyter
= Language agnostic Weloomo o 1
=  Supports execution environments (“kernels”) -
» For dozens of languages: Python, R, Julia, C++, ... ey
= Extensible software design (,extensions®) WP’:
= many server/client plug-ins available

= Eg. in-browser-terminal and file-browsing

Document-Centered Computing (“notebooks”)

= Combines code execution,
rich text, math, plots and rich media.

» All-in-one document called Jupyter Notebook

9 JULICH
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TERMINOLOGY

What is a Jupyter Notebook?

o
Jupyter Notebook /“;(‘\
A notebook document (file extension .ipynb) Jupyter
iIs a document that can be rendered in a web browser \%

& ) Books
= |tis afile, which stores your work in JSON format = PDF /' -
= Based on a set of open standards for interactive computing E N @ IPIyl: S

HTML -
. ) CSVIXLS / Nb \ Blog
= Allows development of custom applications with embedded Files \ Web/Gist -~
. . . IGithub
Intel‘aC'[Ive COmputIng. . . Unst[r;t:ir[:;ured p—— Camm!l / \
= Can be extended by third parties Python .
SQL/HBase Jipynb Files y | —— nbviewer

= Directly convertible to PDF, HTML, LateX ...

= Supported by many applications
such as GitHub, GitLab, etc..

l) JULICH
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TERMINOLOGY

What is a Jupyter Kernel?

Jupyter Kernel

A “kernel” refers to the separate process
which executes code cells within a Jupyter notebook.

Jupyter Kernel

run code in different programming languages and
environments.

can be connected to a notebook (one at a time).
communicates via ZeroMQ with the JupyterLab.

Multiple preinstalled Jupyter Kernels can be found on our
clusters

= Python, R, Julia, Bash, C++, Ruby, JavaScript
= Specialized kernels for visualization, quantum-computing

You can easily create your own kernel which for example
runs your specialized virtual Python environment.

o
YV
jupyter
v

/.

JULICH
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TERMINOLOGY

What is a JupyterLab Extension?

JupyterLab Extension

JupyterLab extensions can customize or enhance
any part of JupyterLab.

JupyterLab Extensions

= provide new file viewers, editors, themes

= provide renderers for rich outputs in notebooks
= add items to the menu or command palette

= add keyboard shortcuts

» add settings in the settings system.

= Extensions can even provide an API for other extensions
to use and can depend on other extensions.

The whole JupyterLab itself is simply a collection of extensions
that are no more powerful or privileged than any custom
extension.

l) JULICH
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TERMINOLOGY

Bringing all together

Jopprah [———
SSh inal Jupyter
Termina JupyterLab .
ssh - tunnel Server
JupyterLab [ Extension AT
JupyterLab Jupyter oM Jupyter
Client - (Notebook) ¢—Q> Kerne|qadi
Extension L Server N @
_ iw: oS
£A Y
rowser hpc cluster W, 0



INSTALLATION
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JUPYTERLAB - WHEREVER YOU PRET™™

i) ANACONDA NAVIGATOR o
Local, Remote, Browser-only e e | .

ooooooooo

Local installation:

JupyterLab installed using conda, mamba, pip, pipenv or docker.
=>» https://jupyterlab.readthedocs.io/en/stable/getting started/installation.html

l) JULICH
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https://jupyterlab.readthedocs.io/en/stable/getting_started/installation.html

JUPYTERLAB - WHEREVER YOU PRET™™

) ANACONDA NAVIGATOR o
Local, Remote, Browser-only - == :

Local installation:

= JupyterLab installed using conda, mamba, pip, pipenv or docker.
=>» https://jupyterlab.readthedocs.io/en/stable/getting started/installation.html

= JupyterLab installed as normal desktop application = JupyterLab Desktop
=> https://github.com/jupyterlab/jupyterlab-desktop/releases

JupyterLab Desktop is the cross-platform desktop application for JupyterLab.
It is probably the quickest and easiest way to get started with Jupyter notebooks
on your personal computer, with the flexibility for advanced use cases.

(Windows, macOS, Debian/Ubuntu, RedHat/Fedora)

Lokl e

different sample size
0 B 2 @ Python3 (pykemel) ide  Mode: Edit © Ln1,Col1 matplotiblipyr

l) JULICH
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https://jupyterlab.readthedocs.io/en/stable/getting_started/installation.html
https://github.com/jupyterlab/jupyterlab-desktop/releases
https://github.com/jupyterlab/jupyterlab

JUPYTERLAB - WHEREVER YOU PREFER

Local, Remote, Browser-only

Local installation:

= JupyterLab installed using conda, mamba, pip, pipenv or docker.
=>» https://jupyterlab.readthedocs.io/en/stable/getting started/installation.html

= JupyterLab installed as normal desktop application = JupyterLab Desktop
=> https://github.com/jupyterlab/jupyterlab-desktop/releases

Remote (cluster) installation:

= JupyterLab installed on a remote server and accessed through the browser
= in $HOME (e.g. using pip or miniconda)
= system-wide (e.g. with Easybuild, Spark) by the admins.

Tunnel the new JupyterLab to your local machine

Linux or Mac:
Ifyour operating system is Linux or Mac use:

ssh -N -L <LOCAL_PORT>:<JLAB_NODE>: <JLAB_PORT> <USERID>@<LOGIN_NODE>.fz-juelich.de
# example: ssh -N -L 8888:juwelse4:8888 g 1s01.fz-juelich.de

Attention:

+ LOGIN_NODE - Hastname of login node from the view of your local machine

« JLAB_NODE - Hostname of the node running JupyterLab from the view of LOGIN_NODE
« LOCAL_PORT - port on your local
« JLAB_PORT - port on the node running JupyterLab

Windows: In case your operating system is Windews, the setup of the tunnel depends on your ssh dient. Here a short overview on how-to setup a tunnel with PuTTY is given.

It is assumed that PUTTY is already configured in a way that a general ssh connection to JUWELS is possible. That means that host name, user name and the private ssh key (us

PUTTY's Pageant) are correctly set. You already made a first connection to JUWELS using PUTTY.

ing

To establish the ssh tunnel start PUTTY and enter the "SSH-->tunnels" tab in the PuTTY configuration window before connecting to JUWELS. You have to enter the source port (eg.
<LOCAL_PORT> = 8888) and the destination (eg. juwelsO1.z-juelich.de:6888) and than press add. After pressing add, the tunnel should appear in the list of forwarded ports and you

can establish the tunnel by pressing the open button.

2 PuTTY Configuration (-2 uEs]

l) JULICH
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https://jupyterlab.readthedocs.io/en/stable/getting_started/installation.html
https://github.com/jupyterlab/jupyterlab-desktop/releases

JUPYTERLAB - WHEREVER YOU PREFER

Local, Remote, Browser-only

Local installation:

= JupyterLab installed using conda, mamba, pip, pipenv or docker.
> https://jupyterlab.readthedocs.io/en/stable/getting_started/installation.html |- - = B - AR

= JupyterLab installed as normal desktop application = JupyterLab Desktop e
=> https://github.com/jupyterlab/jupyterlab-desktop/releases

Remote (cluster) installation: [

= JupyterLab installed on a remote server and accessed through the browser | 5‘-':
= in $HOME (e.g. using pip or miniconda) : g . s i

= system-wide (e.g. with Easybuild, Spark) by the admins.

Browser-only installation (limited feature set): »

= JupyterLab local with server + client in your browser = JupyterLite
Includes a browser-ready Python environment named Pyodide.
=>» https://jupyter.org/try-jupyter/lab

‘9 JULICH
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https://jupyterlab.readthedocs.io/en/stable/getting_started/installation.html
https://github.com/jupyterlab/jupyterlab-desktop/releases
https://jupyter.org/try-jupyter/lab

START & LOGIN

l) JULICH
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JUPYTERLAB EVERYWHERE

NO internet access JupyterLab everywhere

o JupyterLab on cloud

JUSTS (187 PB + 347 PB tapes)

()
Qo shared parallel storage across all clusters _
5 users SHOME, $PROJECT, SSCRATCH, etc. e JupyterLab on login nodes
A central installations of software packages
9 JupyterLab on compute nodes
rdd
Q
@ []
o| |HEE []
8 —— = - =
T .a HDF-Cloud
(OpenStack) .
JUWELS!  JURECA-DC?  JUSUF® DEEP HDFML Internet access
In: 20 In: 24 In: 4 In: 8 In: 2
cn: 3503 cn: 2840 cn: 205 cn: 141 cn: 10

no. login nodes = In

no. compute nodes =cn

[1] https://apps.fz-juelich.de/jsc/hps/juwels/configuration.html

[2] https://apps.fz-juelich.de/jsc/hps/jureca/configuration.html

[3] https://apps.fz-juelich.de/jsc/hps/jusuf/configuration.html oo

[4] https://www.fz-juelich.de/en/ias/jsc/systems/prototype-systems/deep_system ' ’ L I c H
[5] https://apps.fz-juelich.de/jsc/hps/just/configuration.html J U
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JUPYTER-JSC WEBSERVICE

Start your JupyterLab (the easy way)

ssh

JupyterLab [

JupyterLab
Client
Extension

browser

JupyterLab [

JupyterLab
Client
Extension

https

> Terminal

browser

supyerta [

JupyterLab
Server
Extension

Jupyter-
> Hub | ssh - tunnel
Unity- |1 UnicORE
IdM

supytrtab [

JupyterLab
Server
Extension

hpc cluster

Jupyter

Jupyter

Jupyter
o (Notebook) =
Server
hpc cluster




JUPYTER-JSC WEBSERVICE

Start your JupyterLab

JupyterLab
JSE
J JUUCH JupyterLab Jupyter Jupyter
Frem— Jupyterlab  JSC Stats  Documentation  More Links | goebberl_a_tz-jekch de - https ﬁx:] | ssh-tunnel JupyterLab!
v < Server
. - Extension
Your server is starting up... dupyterLab
Client
Extension S
" upyter
Unity-
> ldMV L—1 UNICORE| > Notebook oua
browser Server
2024.04-23 0B 01 06 568 Sending request to Outpost service to star your service, hpc cluster
2024-04-23 08:01:06.645. Outpost commanication successful
wvren
JULICH | &5 & Jsc
e L JupyterLab  JSG Stalus  Documentation  More Links [ i qosbiver_ai_tzjus cl\de'l
abs by expanding t ring tatle row
Name Configuration ‘Status.
NEW JUPYTERLAB
" =
~ jusuf_login_36 JUSUF LoginNode crstvs
= o ojec = « @ o8 = fa-juslich.de [l a
¥ juwsis 36 C amere i mminbtnta. — - T
Fie Gn Vew Fn Keme GR Tios Setess e W | v
@) JULICH | 2% -~ o e — ot
J koo o B e Start  Links  Documentation ’J _ a o0 ® ‘N Fthon 3 (opherne) O @ -:i
HELMHOLTS N
o
Jupyter-JSC e
Supercomputing in Your Browser Bl e | s
Jupyter-JSC starts and provides access to . s d
your Jupyter Notebook servers running on m cuda, gpus[9] mae.
JSC compute resources. These can be ¢ B Tesla vide-S00- 166"
s JUWELS, JURECA, JUSUF, HDFML or _ —
Supercomputing in Your Browser Sha DEEP's login or compute nodes or even the - deé wanszibror_nussa(e, Steraticns
HOF cloud - depending on the computing o 5, 3 = code.gridga
B We are pleased to bring “Supercomputing in your browser”. Jupyter~JSC is designed to provide We resources available to you. .
the rich high ing (HPC) to the world's most popular software: and »
web browsers. JupyterLab is a web-based i i for Jupyter se Please use your JSC account to log in or Ll 0
notebooks, code, and data. JupyterLab is flexible to support a wide range of workflows in data macl register if you have not already done so. It's i) » rmpyipykernel_30146; s
science, scientific computing, and machine leaming. Read more. also possible to log in via Helmholtz AAI.
Sy p— « | = G wiasen % = Gel Resources x| = poe Throughent
L]
P Memery: 32,40 ME
souce §
S JupyterJsc = JuweLs S JURECA = JusuF & DEEP S HOFML S HDF-Cloud
= = = = = = =
ooy Vag Sy tog Sicg 2y 0y ooy
HELMHOLTZ Simpie 0B 0 B Y ruyintaid  oyhon3 ipsemst | e W 75238 7 1914545 8 wods: £t @ in4 ol 2 engish e States) _Unitd3nipye
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PRE-ACCESS TODOS

1) Register & Login
v https://judoor.fz-juelich.de

2) Join the project ,training2412"°
v" Wait to get joined by the project Pl
3) Sigh usage agreement
v Wait for creation of HPC accounts
v' Update of the SLURM DB
4) Check Connected Services:

v jupyter-jsc
For more details, please visit

@ Your account Mentoring | Search n I** Detailed Statistics ® 2 ~ B Logout

- 9) JOLICH B

training2 109

Projects

B & Interactive High-Performance Computing with Jupyter @ JSC

@ Join a project
Software

Connected Services
(irac I iview I ares I giiab l jupyteric|

https://gitlab.jsc.fz-juelich.de/jupyter4jsc/training-2024.04-jupyter4hpc/-/blob/main/README.md

~d Forschungszentrum


https://judoor.fz-juelich.de/

JupyterLab

JUPYTER-JSC WEBSERVICE a e i =l

Extension

.
Extes [
F I I I ~ Jupyter Jupyter
I rSt tl e I O g I n U‘g:\lﬂy f—1 UNICORE Notebook gMa Kernel,

Server
L

hpc cluster

=> https://jupyter-jsc.fz-juelich.de

v I S,

» Requirements:

Jupyter-JSC first time login i JuDoor account
» Registered at judoor.fz-juelich.de

" (check “Connected Services” = jupyter-jsc) . ——
= Project membership + signed systems usage agreement Register
= Waited ~10 minutes A —

UPYTER

SC

SUPERCOMPUTING IN YOUR BROWSER

Login at https://jupyter-jsc.fz-juelich.de
Sign in with your JSC account
Register to Jupyter-JSC
Accept usage agreement :
Submit the registration
Wait for email and confirm your email address J

From: unity-jsc@fz-juelich.de car
To:
Subject: Jupyte( -JSC Registration @ )
Date: Tue, 19 May 2020 11:09:53 +0200 I BIH L -

r User,

ail address was entered into the Jupyter-JSC authentication service and must be confirmed. Afterward, you have to log in again. oo
Confirm your e-mail address. ’ ' U I I ‘ H

If you did not use your JuDoor account to log into https://jupyter-jsc.fz-juelich.de, we recommend that you change your JuDoor password.
Forschungszentrum

vice (ple

nd agree to them unconditionally. I have been informed that | can withdraw my

AN A




JUP ¥Rl (GRS S—

First ti

=> htt

Jup

First check on
https://judoor.fz-juelich.de
If you are ready for Jupyter-JSC.

V]

CAST @ WATIC

JupyterLab
] l

noexuenN® Oy =

Jupyter
Kernel

Cancel

»mit

ail address was entered into the Jupyter-JSC authentication service and must be confirmed. Afterward, you have to log in again.

If you did not use your JuDoor account to log into https://jupyter-jsc.fz-juelich.de, we recommend that you change your JuDoor password.

g
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JUPYTER-JSC WEBSERVICE

Control Panel

A. New JupyterLab

NEW JUPY TERLAB

B. Configuration Dialog

« Lab Config: set Name, Version, System, Account, Project, Partition

« Resources: if running on a compute node
« Kernels and Extensions: Optional addons

C. Actions
= Start/Open/Stop a JupyterLab
= Change/Delete configuration

running

D. Statusbar

= Jupyter-JSC 116 22 == JUWELS 127 @ == JURECA 75 =r— JUSUF & W = DEEP 3 W
= = = = =

= HDFML 2 &
=

-
= HDF-Cloud 18 &
=

= Shows, (hover to get more details)
= Number of active users in the last 24h
= Number of running JupyterLabs

Number of active servers
LoginNode: 70

LoginNodeBooster: 46
LoginNodeVis: 5

= Click to see system status page

booster: 4
develbooster: 1

gpus: 1

= JUWELS 127 ¢
=

a

Jupyter-
R ssh - tunnel

JupyterLab

JupyterLab
JupyterLab hitps
Hub Server
JupyterLab Extension
Client

Extension

Jupyter
Notebook

Server

Unity- || I
|dM UNICORE

7

Start Links JSC Status  Documentation

jusut_login 3.6

=7 Jupyerse 11522 = Juwes 127 @ =7 JuReCA 5@ = wusuF 5@ =7 oeer 3@

E. Logout

= Logout will ask what you want to do with the running
JupyterLabs — be careful what you answer!

. Logout
Jupyter-JSC Logout

Stop all running JupyterLabs

] Logout from all devices

LOGOUT CANCEL

/.

Jupyter
gMa Kernel,
hpc cluster

=7 HormL 2@ =7 HOF-gloud 158

HELMHOLTZ
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JupyterLab
JUPYTER-JSC WEBSERVICE a = =1
JupyterLab Configuration oy oo g
Jupyter-JSC - Configuration
Avallable Optlons depend On l &« C o Q 8 &= hitps:/fjupyter-jscfz-juelich.de/hub/home w 4 o O @ ® © =
= user account settings visible in judoor.fz-juelich.de | = JuE
u ifi i i 1 i ‘ ULICH él:llgé:;cwpums “—
SyStem SpeCIfIC usage agreement on JUDoor IS Slgned () J e | ST Start Links JSC Status  Documentation J-goebbert_at_fz-juelich.de ~ I
= currently available systems in all of your projects
Basic options JupyterLabs
. ‘You can configure your existing JupyterLabs by expanding the corresponding table row.
= \ersion:
. . . Name System Partition Project Status Actions
multiple versions of JupyterLab are installed " :
NEW JUPYTERLAB
= System:
JUWELS, \]URECA, \]USUF, DEEP, HDFML, HDF'CIOUd Name Give your lab a name
ab Config
u Account Version JupyterLab - 3.6 v
. Resources
In general users only have a single account
3 Kernels and System JUWELS v
- Project
. B Account oebbert1
project which have access to the selected system :
- Project cestdl ~
= Partition: ’
partition which are accessible by the project perten roomtiode i
(this includes the decision for LoginNode and ComputeNode) e
Extra options e
= Partition == compute Resources Compute Nodes
» Kernel and Extensions  non-default JupyterKernel, Extensions, Proxies e ~
evelgpus
gpus v 4
mem192 ‘ntrum



JUPYTER-JSC WEBSERVICE & =i mpe ) B

JupyterLab Extension (

. . Extension

JupyterLab Configuration 7 e[ 2 ¥ e ::;:;:.fig
browser Server _o

y

Jupyter-JSC — Configuration

Configuration

NEW JUPYTERLAB :.. UPYTER
»JSC
at_fz-juelich.de ~ |

Name jusuf_3 6
Lab Config

Version JupyterLab - 3.6

Resources 0 ]

System JUSUF

Kernels and
Extensions

Account goebbert1

Project training2412

Partition batch

Reservation None

None
jupyterlab-workshop-1

. System Partition Project NN .
Vo Jusuf 36 JUSUF LoginNode training2412 Ty e [f Open § (® Stop

(this'includes the decision for LoginNode and ComputeNode)
EXtI’a Opt'OﬂS t::::::zj:iiose\
= Partition == compute Resources Compute Nodes

batch

= Kernel and Extensions non-default JupyterKernel, Extensions, Proxies o -
evelgpus

gpus v 4
mem192 ntrum

LoginNode



CONCLUSION

Why Jupyter is so popular among Data Scientists

JupyterLab ...

... iIs aweb-based platform for interactive computing and data analysis
that is well-suited to the needs of research software engineers.

.. provides researchers with a comprehensive environment for working with
code, text, multimedia, and data, making it an ideal tool for a wide range of research tasks.

.. is designed to be flexible and customizable,
and can be modified to suit the specific needs and workflows of individual researchers.

.. supports the creation of reproducible research through its support for Jupyter notebooks.

.. supports collaboration and sharing of research work
through its support for sharing notebooks, dashboards, and other elements of a research project.

.. provides a wide range of extensions and plugins
that can be used to integrate other tools and services into the environment.

.. iIs an open-source project, which means that researchers
have access to the source code and can contribute to its development.
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